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Welcome and introductions

Ojas Rege, CIPP/E, CIPM

SVP, Privacy & Data Governance

OneTrust



Agenda

• Introduction to agentic AI
– Architecture, guardrails, regulatory implications

– Myths to bust, blind spots to expose

• Putting it into practice
– Governing traditional AI vs. agentic AI

– Learnings, best practices, pitfalls to avoid



Blurring boundaries …

Each is fundamentally a data problem, 
with different but related goals and 
constraints

AI is an amplifier – it amplifies the risk 
and impact of existing privacy and data 
governance gaps in a company

Responsible use is the principle that 
sustains the long-term business value of 
emerging technologies

AI GOVERNANCE

DATA 

GOVERNANCE
PRIVACY



Risk 
teams
Security, Privacy, Governance, Risk, 
Ethics, Compliance

Under pressure to avoid 
trust-breaking events, 
unintended consequences, 
and enforcement actions

Product & 
GTM teams 

Marketing, Sales, Product, Data, 
BI, Emerging Tech / AI 

Under pressure to accelerate AI, 
data, and other technology 
initiatives to stay ahead of 

competitors

Shared goal

How do we enable the 
responsible use of data 
across all risk domains

… at the speed and volume 
demanded by the business?



Now, let’s go down the AI rabbit hole!

Image: https://www.claudialamoreaux.com/rabbit-hole-this-way/



The world is going agentic …



https://www.onetrust.com/news/onetrust-
announces-its-first-data-privacy-agent/

https://www.microsoft.com/en-
us/security/blog/2025/03/24/microsoft-unveils-
microsoft-security-copilot-agents-and-new-
protections-for-ai/ 

March 24, 2025: 
AI Security Agents announcement
(OneTrust / Microsoft)

https://www.onetrust.com/news/onetrust-announces-its-first-data-privacy-agent/
https://www.onetrust.com/news/onetrust-announces-its-first-data-privacy-agent/
https://www.microsoft.com/en-us/security/blog/2025/03/24/microsoft-unveils-microsoft-security-copilot-agents-and-new-protections-for-ai/
https://www.microsoft.com/en-us/security/blog/2025/03/24/microsoft-unveils-microsoft-security-copilot-agents-and-new-protections-for-ai/
https://www.microsoft.com/en-us/security/blog/2025/03/24/microsoft-unveils-microsoft-security-copilot-agents-and-new-protections-for-ai/
https://www.microsoft.com/en-us/security/blog/2025/03/24/microsoft-unveils-microsoft-security-copilot-agents-and-new-protections-for-ai/


What are agents?

+

Skills APIs

+

Reasoning

Autonomous, adaptive, non-linear



An autonomous, adaptive, 
non-linear thinker



Managing agentic risk

CONTROLS
HUMAN IN THE 

MIDDLE
SAFEGUARD AGENTS



… and privacy 
is central

https://iapp.org/news/a/explaining-
model-disgorgement 

The stakes are increasing …

https://iapp.org/news/a/explaining-model-disgorgement
https://iapp.org/news/a/explaining-model-disgorgement


General-purpose AI models may 
use data in ways not originally 
agreed upon by consumers.

Purpose limitation

AI is data hungry and machine 
learning models do not “forget” 
without major business impact.

Right to be forgotten

Transparency and explainability 
are challenging, especially with 
non-linear models.

Transparency

Tensions between AI and privacy



https://www.forbes.com/councils/forbestechcouncil/2025/03/24
/building-trust-in-motion-ethical-data-and-responsible-ai/ 

March 24, 2025

Privacy foundational to AI data architectures

https://www.forbes.com/councils/forbestechcouncil/2025/03/24/building-trust-in-motion-ethical-data-and-responsible-ai/
https://www.forbes.com/councils/forbestechcouncil/2025/03/24/building-trust-in-motion-ethical-data-and-responsible-ai/


AI workloads need AI-ready data

Quality

Security

Fit for activation

Will my data deliver valid outcomes?

Is my data secured against threats?

Is my use of data permissible?

AI-driven innovation is the business case for privacy by design



Agenda

• Introduction to agentic AI
– Architecture, guardrails, regulatory implications

– Myths to bust, blind spots to expose

• Putting it into practice
– Governing traditional AI vs. agentic AI

– Learnings, best practices, pitfalls to avoid



Are you transparent about how you collect and use personal 

data? Do you have consent from the consumer, based on 

clear purpose, that complies with local regulation? Can you 

support web, mobile apps, and other connected devices?

Collect 

Process

ShareUse

Store

Dispose

How will all the functions, activities, and 

AI / behavioral models in your organization 

consume, process, and manage personal 

data? Is the purpose of each clear? Have 

you identified where risk is the highest?

How are you sharing data with third parties? 

How are they managing that data? Are they 

using that data to train AI models? How are you 

controlling international data transfers?  

How do you delete or modify data when retention periods 

expire, consumers exercise their rights to withdraw consent, 

the purpose of collection is no longer valid, or data are 

redundant? What happens to AI models trained on that data?  

Can you locate personal data across your data 

estate? Are the right data controls in place? 

Do you know if personal data are being used 

to train AI models? Are you mitigating risk and 

resolving drift in data use?

How do you ensure personal data are used 

responsibly? Do your downstream systems respect 

consent and purpose signals when making data 

available for use by individuals or AI systems?

Data lifecycle 

within your 

business 

Making the data and privacy promise:

What should happen

Delivering the data and privacy promise:

What actually happens

Responsible use touches every 
stage of the data lifecycle



Thinking through governance models



Build an AI 
inventory

… to manage and 
monitor AI and its 
technical components, 
across the AI lifecycle.

Evaluate AI 
Risk

… consistently, and in 
line with global laws, 
standards, and 
organizational policies.

Monitor AI 
systems

… to foster collaboration 
and reduce administrative 
burden on technical 
resources. 

Demonstrate 
transparency

… with key stakeholders 
to promote collaboration, 
trust, and compliance.

Dramatically expand AI and data literacy

Baseline governance requirements



Privacy impact assessments Data enablement plans

What are your data ambitions?

What must I do to enable those?

Changing the discussion



Thank you for your time!

Questions and answers



Web Conference
Participant Feedback Survey

Please take this quick (2 minute) survey to let us know how 
satisfied you were with this program and to provide us with 
suggestions for future improvement.

Click here: https://iapp.questionpro.com/t/ACtQeZ6dfO 

Thank you in advance!  

For more information: www.iapp.org

https://iapp.questionpro.com/t/ACtQeZ6dfO
http://www.iapp.org/


Attention IAPP Certified Privacy Professionals:
   This IAPP web conference may be applied toward the continuing privacy education     
   (CPE) requirements of your CIPP/US, CIPP/E, CIPP/A, CIPP/C, CIPT or CIPM 
   credential worth 1.0 credit hour. IAPP-certified professionals who are the named 
   participant of the registration will automatically receive credit. If another certified 
   professional has participated in the program but is not the named participant then 
   the individual may submit for credit by submitting the continuing education 
   application form here: submit for CPE credits. 

Continuing Legal Education Credits:
   The IAPP provides certificates of attendance to web conference attendees.
   Certificates must be self-submitted to the appropriate jurisdiction for 
   continuing education credits. Please consult your specific governing body’s 
   rules and regulations to confirm if a web conference is an eligible format
   for attaining credits. Each IAPP web conference offers either 60 or 90 minutes of 
   programming. 

https://my.iapp.org/prog__submitcomponent


For questions on this or other 
IAPP Web Conferences or recordings 

or to obtain a copy of the slide presentation 
please contact:

livewebconteam@iapp.org 

mailto:dave@iapp.org
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