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Our society is experiencing profound changes brought 
about by digitalisation. Innovative data-based technolo-
gies may benefit us at both the individual and the wider 
societal levels, as well as potentially boosting economic 
productivity, promoting sustainability and catalysing 
huge strides forward in terms of scientific progress. At 
the same time, however, digitalisation poses risks to our 
fundamental rights and freedoms. It raises a wide range 
of ethical and legal questions centring around two wider 
issues: the role we want these new technologies to play, 
and their design. If we want to ensure that digital trans-
formation serves the good of society as a whole, both 
society itself and its elected political representatives must 
engage in a debate on how to use and shape data-based 
technologies, including artificial intelligence (AI).

Germany’s Federal Government set up the Data Ethics 
Commission (Datenethikkommission) on 18 July 2018. 
It was given a one-year mandate to develop ethical 
benchmarks and guidelines as well as specific recom-
mendations for action, aiming at protecting the indi-
vidual, preserving social cohesion, and safeguarding 
and promoting prosperity in the information age. As a 
starting point, the Federal Government presented the 
Data Ethics Commission with a number of key questions 
clustered around three main topics: algorithm-based 
decision-making (ADM), AI and data. In the opinion of 
the Data Ethics Commission, however, AI is merely one 
among many possible variants of an algorithmic system, 
and has much in common with other such systems in 
terms of the ethical and legal questions it raises. With this 
in mind, the Data Ethics Commission has structured its 
work under two different headings: data and algorithmic 
systems (in the broader sense).

In preparing its Opinion, the Data Ethics Commission was 
inspired by the following guiding motifs:

 ● Ensuring the human-centred and value-oriented 
design of technology

 ● Fostering digital skills and critical reflection in the 
digital world

 ● Enhancing protection for individual freedom, self- 
determination and integrity

 ● Fostering responsible data utilisation that is 
compatible with the public good

 ● Introducing risk-adapted regulation and effective 
oversight of algorithmic systems

 ● Safeguarding and promoting democracy and social 
cohesion

 ● Aligning digital strategies with sustainability goals

 ● Strengthening the digital sovereignty of both Germany 
and Europe.

Guiding motifs



General ethical and 
 legal principles
Humans are morally responsible for their actions, and 
there is no escaping this moral dimension. Humans are 
responsible for the goals they pursue, the means by which 
they pursue them, and their reasons for doing so. Both 
this dimension and the societal conditionality of human 
action must always be taken into account when designing 
our technologically shaped future. At the same time, the 
notion that technology should serve humans rather than 
humans being subservient to technology can be taken as 
incontrovertible fact. Germany’s constitutional system is 
founded on this understanding of human nature, and it 
adheres to the tradition of Europe’s cultural and intellec-
tual history.

Digital technologies have not altered our ethical frame-
work – in terms of the basic values, rights and freedoms 
enshrined in the German Constitution and in the Charter 
of Fundamental Rights of the European Union. Yet the 
new challenges we are facing mean that we need to reas-
sert these values, rights and freedoms and perform new 
balancing exercises. With this in mind, the Data Ethics 
Commission believes that the following ethical and legal 
principles and precepts should be viewed as indispensa-
ble and socially accepted benchmarks for action.

Human dignity
Human dignity is a principle that presupposes the un-
conditional value of every human being, prohibiting such 
practices as the total digital monitoring of the individual 
or his or her humiliation through deception, manipulation 
or exclusion.

Self-determination
Self-determination is a fundamental expression of 
freedom, and encompasses the notion of informational 
self-determination. The term “digital self- determination” 
can be used to express the idea of a human being a 
self-determined player in a data society.

Privacy
The right to privacy is intended to preserve an individual’s 
freedom and the integrity of his or her personal identity. 
Potential threats to privacy include the wholesale collec-
tion and evaluation of data about even the most intimate 
of topics.

Security
The principle of security relates not only to the physical 
and emotional safety of humans but also to environmen-
tal protection, and as such involves the preservation of 
vitally important assets. Guaranteeing security entails 
compliance with stringent requirements, e. g. in relation 
to human/machine interaction or system resilience to 
attacks and misuse.

1
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Democracy
Digital technologies are of systemic relevance to the 
flourishing of democracy. They make it possible to shape 
new forms of political participation, but they also foster 
the emergence of threats such as manipulation and 
radicalisation.

Justice and Solidarity
In view of the vast amounts of power being accumulated 
using data and technologies, and the new threats of ex-
clusion and discrimination, the safeguarding of equitable 
access and distributive justice is an urgent task. Digitali-
sation should foster participation in society and thereby 
promote social cohesion.

Sustainability
Digital developments also serve sustainable development. 
Digital technologies should contribute towards achieving 
economic, ecological and social sustainability goals.

Ethics cannot be equated on a one-to-one basis with 
the law. In other words, not everything that is relevant 
from an ethical perspective can and should be enshrined 
in legislation; conversely, there are provisions of the law 
that are motivated purely by pragmatic considerations. 
Nevertheless, the law must, at all times, be heedful of 
the potential ethical implications of the legal provisions 
in force, as well as living up to ethical standards. The 
Data Ethics Commission holds the view that regulation 
is  necessary, and cannot be replaced by ethical princi-
ples. This is particularly true for issues with heightened 
implications for fundamental rights that require the cen-
tral decisions to be made by the democratically elected 
legislator. Regulation is also an essential basis for building 
a system where citizens, companies and institutions can 
trust that the transformation of society will be guided by 
ethical principles. 

At the same time, regulation must not unduly inhibit 
technological and social innovation and dynamic market 
growth. Overly rigid laws that attempt to regulate every 
last detail of a situation may place a stranglehold on 
progress and increase red tape to such an extent that 
innovation by German companies can no longer keep 
pace with the rate of technological development on the 
international stage.

Yet legislation is only one of a range of tools that can 
be used to lend tangible shape to ethical principles. The 
synergistic use of various governance instruments at 
different levels (multi-level governance) is vital in view 
of the complexity and dynamism of data ecosystems. 
These instruments include not only legislative measures 
and standardisation, but also various forms of co-regu-
lation or self-regulation. Technology and technological 
design can moreover function as governance instruments 
themselves, and the same applies to business models 
and options for steering the economy. Governance in the 
broader sense also encompasses policy-making decisions 
in the fields of education and research. It is important to 
consider each of the aforesaid governance instruments 
not only in a national context, but also (and in particular) 
in their European and international contexts.

In the view of the Data Ethics Commission, all of the 
key questions presented by the Federal Government 
belong to one of two different perspectives: questions 
that concentrate mainly on data (the “data perspective”) 
and questions that are primarily focused on algorith-
mic systems (the “algorithms perspective”). These two 
perspectives should not be regarded as competing views 
or two sides of the same coin; instead, they represent two 
different ethical discourses, which both complement 
each other and are contingent upon each other. These 
different ethical discourses are typically also reflected in 
different governance instruments, including in different 
acts of legislation.



Data
The data perspective focuses on digital data, which are 
used for machine learning, as a basis for algorithmically 
shaped decisions, and for a plethora of further purposes. 
This perspective considers data primarily with a view to 
their origin and to the potential impact their processing 
may have on certain parties who are involved with the 
data, such as by being the data subject, as well as on 
society at large. From an ethical and legal point of view, 
it is important to identify standards for data governance; 
typically, however, rights that parties involved with the 
data can enforce against others will play an even more 
significant role. A central distinction in this context is 
that between personal and non-personal data, since it 
determines whether the provisions of data protection 
law apply.

General standards for data governance

In the opinion of the Data Ethics Commission, respon-
sible data governance must be guided by the following 
data ethics principles:

 ● Foresighted responsibility: Possible future cumulative 
effects, network effects and effects of scale, techno-
logical developments and changing actor constel-
lations must be taken into account when gauging 
the potential impact of collecting, processing and 
forwarding data on individuals or the general public.

 ● Respect for the rights of the parties involved: Parties 
who have been involved in the generation of data – 
whether as data subjects or in a different role – may 
have rights in relation to such data, and these rights 
must be respected.

 ● Data use and data sharing for the public good: 
As a non-rivalrous resource, data can be duplicated 
and used in parallel by many different individuals 
for many different purposes, thereby furthering the 
public good.

 ● Fit-for-purpose data quality: Responsible use of data 
includes ensuring a high level of data quality that is fit 
for the relevant purpose.

 ● Risk-adequate level of information security: Data 
are vulnerable to external attacks, and it is difficult to 
recover them once they have gone astray. The stand-
ard of information security applied must therefore be 
commensurate with the potential for risk inherent to 
the situation in question.

 ● Interest-oriented transparency: Controllers must 
be prepared and in a position to account for their 
data-related activities. This requires appropriate 
documentation and transparency and, if necessary, 
a corresponding liability regime in place.

Data rights and corresponding obligations

For self-determined navigation in the data society, parties 
must have, and be able to enforce, certain data-related 
rights against others. First and foremost among these 
rights are those relating to an individual’s personal data, 
which derive from the right to informational self-deter-
mination that is enshrined as a fundamental right, and 
which are guaranteed by the applicable data protection 
law. Digital self-determination in the data society also 
includes the self-determined economic exploitation of 
one’s own data, and it includes self-determined man-
agement of non-personal data, such as non-personal 
data generated by one’s own devices. The Data Ethics 
Commission takes the view that, in principle, a right to 
digital self-determination in the data society also applies 
to companies and legal entities and – at least to some 
extent – to groups of persons (collectives).

2
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Data are often generated with contributions from 
different parties who are acting in different roles – be it 
as the data subject, be it as the owner of a data-gener-
ating device or be it in yet another role. In the opinion of 
the Data Ethics Commission such contributions to the 
generation of data should not lead to exclusive ownership 
rights in data, but rather to data-specific rights of co- 
determination and participation, which in turn may lead 
to corresponding obligations on the part of other parties. 
The extent to which an individual should be entitled to 
data rights of this kind, and the shape they should take, 
depends on the following general factors:

a)  the nature and scope of that party’s contribution to 
data generation,

b)  the weight of that party’s legitimate interest in being 
granted the data right,

c)  the weight of any possibly conflicting interests on the 
part of the other party or of third parties, taking into 
account any potential compensation arrangements  
(e. g. protective measures, remuneration),

d) the interests of the general public, and

e) the balance of power between the parties involved.

Weight of 
the interest in 

being granted the 
data right

Balance of 
 power between 

the parties

Weight of any 
 conflicting interests 
on the part of others

Interests of the 
general public

Contribution to 
data generation

Figure 1:  
Factors for the shaping of data rights and data obligations

Data rights and data 
 obligations
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Data rights may allow their holders to pursue a number of 
different goals, in particular the following:

 ● requiring that a controller desist from data use  
(up to a right to require erasure of the data),

 ● requiring that a controller rectify the data,

 ● requiring that a controller grant access to data  
(up to full data portability), or

 ● requiring an economic share in profits derived  
with the help of the data.

For each type of data right (desistance, rectification, ac-
cess, economic share) there exists a separate set of con-
ditions defining, e. g., what counts as a party’s legitimate 
interest in being granted the data right. For determining 
whether a party has a right to require desistance from a 
particular data use, key considerations include the poten-
tial for harm associated with said use and the circum-
stances under which the party in question had contrib-
uted to generating the data. Potential for harm may also 
be relevant when a request is made to rectify data, but 
the benchmark is lower in this respect. Where a party 
requests access to data, there is a graded spectrum of 
interests that count as a legitimate interest to be granted 
such access, which is particularly relevant within existing 
value creation systems. Only under very narrowly defined 
conditions may a party have an independent claim to an 
economic share in profits derived by others. The rights 
granted to data subjects under the EU’s General Data 
Protection Regulation (GDPR) are a particularly important 
manifestation of these data rights, aimed specifically at 
protecting the natural persons to whom the data pertain; 
they are also to some extent a standardised manifesta-
tion given that they hinge on the qualification of data as 
personal data.

Considering these principles, the Data Ethics Commission 
wishes to submit the following key recommendations 
for action:

Standards for the use of 
 personal data

1
The Data Ethics Commission recommends that measures 
be taken against ethically indefensible uses of data. Ex-
amples of these uses include total surveillance, profiling 
that poses a threat to personal integrity, the targeted 
exploitation of vulnerabilities, addictive designs and dark 
patterns, methods of influencing political elections that 
are incompatible with the principle of democracy, vendor 
lock-in and systematic consumer detriment, and many 
practices that involve trading in personal data.

2
Data protection law as well as other branches of the legal 
system (including general private law and unfair commer-
cial practices law) already provide for a range of instru-
ments that can be used to prevent such ethically inde-
fensible uses of data. However, in spite of the widespread 
impact and enormous potential for harm, too little has 
been done to date in terms of harnessing the power of 
these instruments, particularly against the market  giants. 
The various factors contributing to this enforcement gap 
must be tackled systematically.

3
As well as steps to make front-line players (e. g. super-
visory authorities) more aware of the existing options, 
there is an urgent need for the legislative framework in 
force to be fleshed out more clearly and strengthened 
in certain areas. Examples of recommended measures 
include the blacklisting of data-specific unfair contract 
terms, the fleshing out of data-specific contractual duties 
of a fiduciary nature, new data-specific torts, the black-
listing of certain data-specific unfair commercial practices 
and the introduction of a much more detailed legislative 
framework for profiling, scoring and data trading.
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4
In order to allow supervisory authorities to take action 
more effectively, these authorities need significantly 
better human and material resources. Attempts should be 
made to strengthen and formalise cooperation between 
the different data protection authorities in Germany, 
thereby ensuring the uniform and coherent application of 
data protection law. If these attempts fail, consideration 
should be given to the centralisation of market-related 
supervisory activities within a federal-level authority that 
is granted a broad mandate and that cooperates closely 
with other specialist supervisory authorities. The author-
ities at Land level should remain responsible for supervi-
sory activities relating to the public sector, however.

5
The Data Ethics Commission believes that “data owner-
ship” (i.e. exclusive rights in data modelled on the owner-
ship of tangible assets or on intellectual property) would 
not solve any of the problems we are currently facing, but 
would create new problems instead, and recommends 
refraining from their recognition. It also advises against 
granting to data subjects copyright-like rights of econom-
ic exploitation in respect of their personal data (which 
might then be managed by collective societies).

6
The Data Ethics Commission also argues that data should 
not be referred to as ‘counter-performance’ provided 
in exchange for a service, even though the term sums up 
the issue in a nutshell and has helped to raise awareness 
among the general public. Regardless of the position that 
data protection authorities and the European Court of 
Justice will ultimately take with regard to the prohibition 
under the GDPR of ‘tying’ or ‘bundling’ consent with 
the provision of a service, the Data Ethics Commission 
believes that consumers must be offered reasonable 
alternatives to releasing their data for commercial use 
(e. g. appropriately designed pay options).

7
Stringent requirements and limitations should be im-
posed on the use of data for personalised risk assess-
ment (e. g. the “black box” premiums in certain insurance 
schemes). In particular, the processing of data may not 
intrude on intimate areas of private life, there must be a 
clear causal relationship between the data and the risk, 
and the difference between individual prices charged 
on the basis of personalised and non-personalised risk 
assessments should not exceed certain percentages (to be 
determined). There should also be stringent requirements 
in respect of transparency, non-discrimination and the 
protection of third parties.

8
The Data Ethics Commission advises the Federal Govern-
ment not to consider the issues falling under the heading 
of “digital inheritance” as having been settled by the 
Federal Court of Justice’s 2018 ruling. The ephemeral 
spoken word is being replaced in many situations by 
digital communications that are recorded more or less in 
their entirety, and the possibility that these records will 
be handed over to a deceased’s heirs adds a whole new 
dimension of privacy risk. A range of mitigating measures 
should be taken, including the imposition of new obliga-
tions on service providers, quality assurance standards for 
digital estate planning services and national regulations 
on post-mortem data protection.

9
The Data Ethics Commission recommends that the 
Federal Government should invite the social partners to 
work towards a common position on the legislative pro-
visions that should be adopted with a view to stepping 
up the protection of employee data, based on examples 
of best practices from existing collective agreements. 
The concerns of individuals in non-standard forms of 
employment should also be taken into account during 
this process.
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10
In view of the benefits that could be gained from digital-
ising healthcare, the Data Ethics Commission recom-
mends swift expansion of digital infrastructures in this 
sector. The expansion of both the range and the quality 
of digitalised healthcare services should include meas-
ures to better allow patients to exercise their rights to 
informational self-determination. Measures that could be 
taken in this respect include the introduction and roll-out 
of an electronic health record, building on a participatory 
process that involves the relevant stakeholders, and the 
further development of procedures for reviewing and 
assessing digital medical apps in the insurer-funded and 
consumer-funded health markets.

11
The Data Ethics Commission calls for action against the 
significant enforcement gap that exists with regard to 
statutory protection of children and young people in 
the digital sphere. Particular attention should be paid 
to the development and mandatory provision of tech-
nologies (including effective identity management) and 
default settings that not only guarantee reliable pro-
tection of children and young people but that are also 
 family-friendly, i.e. that neither demand too much of par-
ents or guardians nor allow or even encourage excessive 
surveillance in the home environment.

12
Standards and guidelines on the handling of the per-
sonal data of vulnerable and care-dependent persons 
should be introduced to provide greater legal certainty 
for professionals in the care sector. At the same time, 
consideration should be given to clarifying in the rele-
vant legal provisions on living wills that these may also 
include dispositions with regard to the future processing 
of personal data as far as such processing will require 
the care-dependent person’s consent (e. g. for dementia 
patients who will not be in a position to provide legally 
valid consent).

13
The Data Ethics Commission believes that a number of 
binding requirements should be introduced to ensure the 
privacy-friendly design of products and services, so that 
the principles of privacy by design and privacy by default 
(which the GDPR imposes on controllers) will already be put 
into practice upstream, by manufacturers and service pro-
viders themselves. Such requirements would be particularly 
important with regard to consumer equipment. In this con-
text, standardised icons should also be introduced so that 
consumers are able to take informed purchase decisions.

14
Action must also be taken at a number of different levels 
to provide manufacturers with adequate incentives to 
implement features of privacy-friendly design. This 
includes effective legal remedies that can be pursued 
against parties along the entire distribution chain to 
ensure that also manufacturers can be held accountable 
for inadequate application of the principles of privacy by 
design and privacy by default. Consideration should also 
be given, in particular, to requirements built into tender 
specifications, procurement guidelines for public bodies 
and conditions for funding programmes. The same ap-
plies to privacy-friendly product development, including 
the training of algorithmic systems.

15
While debates on data protection tend (quite rightly) to centre 
around natural persons, it is important not to ignore the fact 
that companies and legal persons must also be granted 
protection. The almost limitless ability to pool together 
individual pieces of data can be used as a means of obtaining 
a comprehensive picture of a company’s internal operating 
procedures, and this information can be passed on to compet-
itors, negotiating partners, parties interested in a takeover bid 
and so on. This poses a variety of threats – inter alia to the dig-
ital sovereignty of both Germany and Europe – in view of the 
significant volumes of data that flow to third countries. Many 
of the Data Ethics Commission’s recommendations for action 
therefore also apply on a mutatis mutandis basis to the data 
of legal persons. The Data Ethics Commission believes that 
action must be taken by the Federal Government to step up 
the level of data-related protection afforded to companies.
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Improving controlled access 
to personal data

16
The Data Ethics Commission identifies enormous poten-
tial in the use of data for research purposes that serve a 
public interest (e. g. to improve healthcare provision). Data 
protection law as it currently stands acknowledges this 
potential, in principle, by granting far-reaching privileges 
for the processing of personal data for research purposes. 
Uncertainty persists, however, in particular as regards the 
scope of the so-called research privilege for secondary 
use of data, and the scope of what counts as “research” 
in the context of product development. The Data Ethics 
Commission believes that appropriate clarifications in 
the law are necessary to rectify this situation.

17
The fragmentation of research-specific data protec-
tion law, both within Germany itself and among the 
EU Member States, represents a potential obstacle 
to data-driven research. The Data Ethics Commission 
therefore recommends that research-specific regulations 
should be harmonised, both between federal and Land 
level and between the different legal systems within the 
EU. Introducing a notification requirement for research- 
specific national law could also bring some improvement, 
as could the establishment of a European clearing house 
for cross-border research projects.

18
In the case of research involving particularly sensitive 
categories of personal data (e. g. health data), guidelines 
should be produced with information for researchers on 
how to obtain consent in a legally compliant manner, and 
innovative consent models should be promoted and ex-
plicitly recognised by the law. Potential options include 
the development and roll-out of digital consent assistants 
or the recognition of so-called meta consent, alongside 
further endeavours to clarify the scope of the research 
privilege for secondary use of data.

19
The Data Ethics Commission supports, in principle, the 
move towards a “learning healthcare system”, in which 
healthcare provision is continuously improved by making 
systematic and quality-oriented use of the health data 
generated on a day-to-day basis, in keeping with the 
principles of evidence-based medicine. If further progress 
is made in this direction, however, greater efforts must be 
made at the same time to protect data subjects against 
the significant potential for discrimination that exists 
when sensitive categories of data are used; this might 
involve prohibiting the exploitation of such data beyond 
the defined range of purposes.

20
The development of procedures and standards for data 
anonymisation and pseudonymisation is central to any 
efforts to improve controlled access to (formerly) per-
sonal data. A legal presumption that, if compliance with 
the standard has been achieved, data no longer qualify 
as personal, or that “appropriate safeguards” have been 
provided in respect of the data subject’s rights, would 
improve legal certainty by a long way. These measures 
should be accompanied by rules that – on pain of criminal 
penalty – prohibit the de-anonymisation of anonymised 
data (e. g., because new technology becomes available 
that would allow the re-identification of data subjects) or 
the reversal of pseudonymisation, both in the absence of 
narrowly defined grounds for doing so. Also research in 
the field of synthetic data shows enormous promise, and 
more funding should be funnelled into this area.
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21
Fundamentally speaking, the Data Ethics Commission 
believes that innovative data management and data trust 
schemes hold great potential, provided that these systems 
are designed to be robust, suited to real-life applications 
and compliant with data protection law. A broad spectrum 
of models falls under this heading, ranging from dash-
boards that perform a purely technical function (privacy 
management tools, PMT) right through to comprehen-
sive data and consent management services (personal 
information management services, PIMS). The underlying 
aim is to empower individuals to take control over their 
personal data, while not overburdening them with deci-
sions that are beyond their capabilities. The Data Ethics 
Commission recommends that research and development 
in the field of data management and data trust schemes 
should be identified as a funding priority, but also wishes 
to make it clear that adequate protection of the rights and 
legitimate interests of all parties involved will require ad-
ditional regulatory measures at EU level. These regulatory 
measures would need to secure central functions without 
which operators cannot be active, since their scope for ac-
tion would otherwise be very limited. On the other hand, 
it is also necessary to protect individuals against parties 
that they assume to be acting in their interests, but that, 
in reality, are prioritising their own financial aims or the 
interests of others. In the event that a feasible method of 
protection can be found, data trust schemes could serve 
as vitally important mediators between data protection 
interests and data economy interests.

22
As far as the right to data portability enshrined in Article 
20 GDPR is concerned, the Data Ethics Commission 
recommends that industry-specific codes of conduct and 
standards on data formats should be adopted. Given that 
the underlying purpose of Article 20 GDPR is not only to 
make it more straightforward to change provider, but also 
to allow other providers to access data more easily, it is 
important to evaluate carefully the market impact of the 
existing right to portability and to analyse potential mecha-
nisms by which it can be prevented that a small number of 
providers increase yet further their market power. Until the 

findings of this evaluation are available, expansion of the 
scope of this right (for example to cover data other than 
data provided by the data subject, or real-time porting of 
data) would seem premature and not advisable.

23
In certain sectors, for example messenger services and 
social networks, interoperability or  interconnectivity 
 obligations might help to reduce the market entry 
barriers for new providers. Such obligations should be 
designed on an asymmetric basis, i.e. the stringency of 
the regulation should increase in step with the  company’s 
market share. Interoperability and interconnectivity 
obligations would also be a prerequisite for building up 
or strengthening, within and for Europe, certain basic 
services of an information society.

Debates around access to 
 non-personal data

24
Access by European companies to appropriate non- 
personal data of appropriate quality is a key factor for the 
growth of the European data economy. In order to bene-
fit from enhanced access to data, however, stakeholders 
must have a sufficient degree of data-awareness and 
have the data skills that are necessary to make use of the 
data. Also, access to data proves to be disproportionately 
advantageous to stakeholders that have already built up 
the largest reserves of data and that have the best data 
infrastructures at hand. The Data Ethics Commission 
therefore wishes to stress that the factors referred to 
should always receive due attention when discussing 
whether and how to improve data access, in keeping with 
the ASISA principle (Awareness – Skills – Infrastructures – 
Stocks – Access).
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25
The Data Ethics Commission therefore supports the 
efforts already initiated at European level to promote and 
improve data infrastructures in the broadest sense of the 
term (e. g. platforms, standards for application program-
ming interfaces and other elements, model contracts, EU 
support centre), and recommends to the Federal Govern-
ment that these efforts should continue to be matched by 
corresponding efforts at national level. It would also be 
advisable to set up an ombudsman’s office at federal level 
to provide assistance and support in relation to the nego-
tiation of data access agreements and dispute settlement.

26
The Data Ethics Commission ascribes enormous impor-
tance to a holistically conceived, sustainable and strategic 
economic policy that outlines effective methods of 
preventing not only the exodus of innovative European 
companies or their acquisition by third-country compa-
nies, but also an excessive dependence on third-country 
infrastructures (e. g. server capacities). A balance must be 
struck in this context between much-needed interna-
tional cooperation and networking on the one hand, and 
on the other a resolute assumption of responsibility for 
sustainable security and prosperity in Europe against the 
backdrop of an ever-evolving global power dynamic.

27
Also from the perspective of boosting the European data 
economy, the Data Ethics Commission does not see any 
benefit in introducing new exclusive rights (“data owner-
ship”, “data producer right”). Instead, it recommends af-
fording limited third-party effects to contractual agree-
ments (e. g. to restrictions on data utilisation and onward 
transfer of data by a recipient). These third-party effects 
could be modelled on the new European regime for the 
protection of trade secrets. The Data Ethics Commission 
also recommends the adoption of legislative solutions 
enabling European companies to cooperate in their use 
of data, for example by using data trust schemes, without 
running afoul of anti-trust law (“data partnerships”).

28
The data accumulated in existing value creation systems 
(e. g. production and distribution chains) are often of 
enormous commercial significance, both inside and out-
side that value creation system. In many cases, however, 
the provisions on data access that appear in the contrac-
tual agreements concluded within a value creation system 
are unfair and/or inefficient, or lacking entirely; in certain 
cases, there is no contractual agreement at all. Efforts 
must therefore be made to raise awareness among busi-
nesses in sectors far outside what is commonly perceived 
as the “data economy”, and to provide practical guidance 
and support (e. g. model contracts).

29
The Data Ethics Commission furthermore recommends 
cautious adaptations of the current legislative frame-
work. The first stage in this process should be to make 
explicit reference in Section 311 of the [German] Civil 
Code (Bürgerliches Gesetzbuch, BGB) to the special rela-
tionship that exists between a party that has contributed 
to the generation of data in a value creation system and 
the controller of the data, clarifying that such parties 
may have certain quasi-contractual duties of a fidu-
ciary nature. These duties should normally include a 
duty to enter into negotiations about fair and efficient 
data access arrangements. Consideration should also 
be  given to whether additional steps should be taken, 
which could range from blacklisting particular contract 
terms also for B2B transactions, to formulating default 
provisions for data contracts, to introducing sector- 
specific data access rights.
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30
The Data Ethics Commission believes that open govern-
ment data (OGD) concepts hold enormous potential, 
and recommends that these concepts should be built on 
and promoted. It also recommends a series of measures 
to promote a shift in mindset among public authorities 
(something that has not yet fully taken place) and to make 
it easier in practice to share data on the basis of OGD 
concepts. These measures include not only the establish-
ment of the relevant infrastructures (e. g. platforms), but 
also harmonisation and improvement of the existing legal 
framework that is currently fragmented and sometimes 
inconsistent.

31
Nevertheless, the Data Ethics Commission identifies a de-
gree of tension between efforts to promote OGD (relying 
on principles such as “open by default” and “open for all 
purposes”), and efforts to enhance data protection and the 
protection of trade secrets (with legally enshrined con-
cepts such as “privacy by default”). The Data Ethics Com-
mission submits that, in cases of doubt, priority should be 
given to the duty of protecting individuals and companies 
who have entrusted their data to the State (often without 
being given any choice in the matter, e. g. tax information). 
The State must deliver on this duty by implementing a 
range of different measures, which may include technical 
as well as legal safeguards against misuse of data.

32
In particular, it would be beneficial to develop standard 
licences and model terms and conditions for public- 
sector data sharing arrangements, and to make their use 
mandatory (at least on a sector-specific basis). These 
standard licenses and model terms and conditions should 
include clearly defined safeguards for the rights of third 
parties who are affected by a data access arrangement. 
Provision should also be made against data being used 
in a way that ultimately harms public interests, and also 
against still greater accumulation of data and market 
power on the part of the big players (which would be 
likely to undermine competition) and against the taxpayer 
having to pay twice.

33
As regards open-data concepts in the private sector, 
priority should be given to promoting and supporting 
voluntary data-sharing arrangements. Consideration 
must be given not only to the improvement of infrastruc-
tures (e. g. data platforms), but also to a broad range of 
potential incentives; these might include certain privi-
leges in the context of tax breaks, public procurement, 
funding programmes or licensing procedures. Statutory 
data access rights and corresponding obligations to grant 
access should be considered as fall-back options if the 
above measures fail to deliver the desired outcomes.

34
Generally speaking, the Data Ethics Commission believes 
that a cautious approach should be taken to the intro-
duction of statutory data access rights; ideally such rights 
should be developed only on a sector-by-sector basis. 
Sectors in which the level of demand should be analysed 
include the media, mobility or energy sectors. In any case, 
before a statutory data access right or even a disclosure 
obligation is introduced, a full impact assessment needs 
to be carried out, examining and weighing up against 
each other all possible implications; these include impli-
cations for data protection and the protection of trade 
secrets, for investment decisions and the distribution 
of market power, as well as for the strategic interests of 
German and European companies compared to those of 
companies in third countries.

35
The Data Ethics Commission recommends considering 
enhanced obligations of private enterprises to grant 
access to data for public interest and public-sector 
purposes (Business-to-Government, B2G). A cautious and 
sector-specific approach is, however, recommended in 
this respect as well.



Algorithmic systems
The algorithms perspective focuses on the architecture 
of data-driven algorithmic systems, their dynamics and 
the systems’ impacts on individuals and society. The 
ethical and legal discourse in this area typically centres 
around the relationship between humans and machines, 
with a particular focus on automation and the outsourc-
ing of increasingly complex operational and decision- 
making processes to “autonomous” systems enabled 
by AI. The algorithms perspective differs from the data 
perspective in that the data processed by the system 
might have no connection whatsoever with the persons 
affected by it; in particular, individuals may suffer ethi-
cally indefensible implications even if all of the data used 
(e. g. to train an algorithmic system) are non-personal. The 
current debates on “algorithmic oversight” or liability for 
AI are of central importance in this respect.

General standards for algorithmic systems

The Data Ethics Commission distinguishes between three 
different levels of algorithmic involvement in human 
decision-making, based on the distribution of tasks 
between the human and the machine in the specific case 
in question:

a)  algorithm-based decisions are human decisions based 
either in whole or in part on information obtained using 
algorithmic calculations,

b)  algorithm-driven decisions are human decisions 
shaped by the outputs of algorithmic systems in such a 
way that the human’s factual decision-making abilities 
and capacity for self-determination are restricted,

c)  algorithm-determined decisions trigger consequences 
automatically; no provision is made for a human deci-
sion in the individual case.

In the opinion of the Data Ethics Commission, the follow-
ing principles should be observed to ensure the responsi-
ble use of algorithmic systems.

 ● Human-centred design: Systems must be centred 
around the human who uses them or who is affected 
by their decisions; they must prioritise his or her fun-
damental rights and freedoms, basic needs, physical 
and emotional well-being and skills development.

 ● Compatibility with core societal values: The process 
of system design must take account of the system’s 
impact on society as a whole, and in particular its 
effects on the democratic process, on the citizen- 
centred nature of state action, on competition, on 
the future of work and on the digital sovereignty of 
Germany and Europe.

 ● Sustainability: Considerations relating to the avail-
ability of human skills, participation, environmental 
protection, sustainable resource management and 
sustainable economic activity are becoming increas-
ingly important factors in the design and use of algo-
rithmic systems.

 ● Quality and performance: Algorithmic systems must 
work correctly and reliably so that the goals pursued 
with their help can be achieved.

 ● Robustness and security: Robust and secure system 
design involves not only making the system secure 
against external threats, but also protecting humans 
and the environment against any negative impacts that 
may emanate from the system.

 ● Minimisation of bias and discrimination: The decision- 
making patterns upon which algorithmic systems are 
based must not be the source of systematic bias or the 
cause of discriminatory decisions.

3
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 ● Transparent, explainable and comprehensible 
 systems: It is vitally important to ensure not only that 
the users of algorithmic systems understand how 
these systems function and can explain and control 
them, but also that the parties affected by a decision 
are provided with sufficient information to exercise 
their rights properly and challenge the decision if 
necessary.

 ● Clear accountability structures: Questions of the al-
location of responsibility and accountability including 
possible liability arising with the use of algorithmic 
systems must be unambiguously resolved.

System criticality

The level of criticality of an algorithmic system dictates 
the specific requirements it must meet, in particular with 
regard to transparency and oversight. System criticality is 
determined by assessing an algorithmic system’s poten-
tial for harm, on the basis of a two-pronged investigation 
into the likelihood that harm will occur and the severity 
of that harm.

The severity of the harm that could potentially be 
sustained, for example as a result of a mistaken decision, 
depends on the significance of the legally protected 
rights and interests affected (such as the right to privacy, 
the fundamental right to life and physical integrity, the 
prohibition of discrimination), the level of potential harm 
suffered by individuals (including non-material harm 
or loss of utility that are hard to calculate in monetary 
terms), the number of individuals affected, the total figure 
of the harm potentially sustained and the overall harm 
sustained by society as a whole, which may go well be-
yond a straightforward summation of the harm suffered 
by individuals. The likelihood that harm will be sustained 
is also influenced by the properties of the system in 
question, in particular the role of the algorithmic system 
components in the decision-making process, the com-
plexity of the decision, the effects of the decision and the 
reversibility of these effects. The severity and likelihood 
of the predicted harm may also be contingent on whether 
the algorithmic systems are operated by the State or by 
private enterprises and, particularly in a business context, 
on the market power wielded by the system’s operator.

In conclusion, the Data Ethics Commission wishes to 
make the following recommendations for action on the 
basis of these principles:
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Figure 2:  
Criticality pyramid and risk-adapted regulatory system 
for the use of algorithmic systems
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Risk-adapted regulatory approach

36
The Data Ethics Commission recommends adopting a 
risk-adapted regulatory approach to algorithmic sys-
tems. The principle underlying this approach should be 
as follows: the greater the potential for harm, the more 
stringent the requirements and the more far-reaching 
the intervention by means of regulatory instruments. 
When assessing this potential for harm, the sociotech-
nical  system as a whole must be considered, or in other 
words all the components of an algorithmic application, 
including all the people involved, from the develop-
ment phase – for example the training data used – right 
through to its implementation in an application environ-
ment and any evaluation and adjustment measures.

37
The Data Ethics Commission recommends that the 
potential of algorithmic systems to harm individuals 
and/or society should be determined uniformly on the 
basis of a universally applicable model. For this purpose, 
the legislator should develop a criteria-based assess-
ment scheme as a tool for determining the criticality of 
algorithmic systems. This scheme should be based on the 
general ethical and legal principles presented by the Data 
Ethics Commission.

38
Among other things, the regulatory instruments and the 
requirements that apply to algorithmic systems should 
include corrective and oversight mechanisms, specifica-
tions of transparency, explainability and comprehensibil-
ity of the systems’ results, and rules on the allocation of 
responsibility and liability for using the systems.

39
The Data Ethics Commission believes that a useful first 
stage in determining the potential for harm of algorithmic 
systems is to distinguish between five levels of  criticality. 
Applications that fall under the lowest of these levels 
(Level 1) are associated with zero or negligible potential for 
harm, and it is unnecessary to carry out special oversight 
of them or impose requirements other than the general 
quality requirements that apply to products irrespective of 
whether they incorporate algorithmic systems.

40
Applications that fall under Level 2 are associated with 
some potential for harm, and can and should be regulat-
ed on an as-needs basis; regulatory instruments used in 
this connection may include ex-post controls, an obliga-
tion to produce and publish an appropriate risk assess-
ment, an obligation to disclose information to supervisory 
bodies or also enhanced transparency obligations and 
access rights for individuals affected.

41
In addition, the introduction of licensing procedures may 
be justified for applications that fall under Level 3, which 
are associated with regular or significant potential for 
harm. Applications that fall under Level 4 are associated 
with serious potential for harm; the Data Ethics Commis-
sion believes that these applications should be subject to 
enhanced oversight and transparency obligations. These 
may extend all the way through to the publication of 
information on the factors that influence the algorithmic 
calculations and their relative weightings, the pool of 
data used and the algorithmic decision-making model; 
an option for “always-on” regulatory oversight via a live 
interface with the system may also be required.

42
Finally, a complete or partial ban should be imposed 
on applications with an untenable potential for harm 
(Level 5).
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43
The Data Ethics Commission believes that the measures 
it has proposed should be implemented in a new EU 
Regulation on algorithmic systems enshrining general 
horizontal requirements (Regulation on Algorithmic 
Systems, EU-ASR). This horizontal regulation should 
incorporate the fundamental requirements for algorith-
mic sytems that the Data Ethics Commission developed. 
In particular, it should group together general substantive 
rules – informed by the concept of system criticality – 
on the admissibility and design of algorithmic systems, 
transparency, the rights of individuals affected, organisa-
tional and technical safeguards and supervisory institu-
tions and structures. This horizontal instrument should be 
fleshed out in sectoral instruments at EU and Member 
State level, with the concept of system criticality once 
again serving as a guiding framework.

44
The process of drafting the EU-ASR (as recommended 
above) should incorporate a debate on how best to 
demarcate the respective scopes of this Regulation and 
the GDPR. A number of factors should be taken into 
account in this respect; firstly, algorithmic systems may 
pose specific risks to individuals and groups even if they 
do not involve the processing of personal data, and 
these risks may relate to assets, ownership, bodily integ-
rity or discrimination. Secondly, the regulatory frame-
work introduced for the future horizontal regulation of 
algorithmic systems may need to be more flexible and 
risk-adapted than the current data protection regime.

Instruments

45
The Data Ethics Commission recommends the introduc-
tion of a mandatory labelling scheme for algorithmic 
systems of enhanced criticality (Level 2 upwards). A 
mandatory scheme of this kind would oblige operators 
to make it clear whether (i.e. when and to what extent) 
algorithmic systems are being used. Regardless of system 
criticality, operators should always be obliged to comply 
with a mandatory labelling scheme if there is a risk of 
confusion between human and machine that might prove 
problematic from an ethical point of view.

46
An individual affected by a decision should be able to ex-
ercise his or her right to “meaningful information about 
the logic involved, as well as the scope and intended 
consequences” of an algorithmic system (cf. GDPR) not 
only in respect of fully automated systems, but also in 
situations that involve any kind of profiling, regardless of 
whether a decision is taken on this basis later down the 
line. The right should also be expanded in the future to 
apply to the algorithm-based decisions themselves, with 
differing levels of access to these decisions according 
to system criticality. These measures may require the 
clarification of certain legislative provisions or a widening 
of regulatory scope at European level.

47
It certain cases, it may be appropriate to ask the oper-
ator of an algorithmic system to provide an individual 
explanation of the decision taken, in addition to a 
general explanation of the logic (procedure) and scope 
of the system. The main objective should be to provide 
individuals who are affected by a decision with compre-
hensible, relevant and concrete information. The Data 
Ethics Commission therefore welcomes the work being 
carried out under the banner of “Explainable AI” (efforts 
to improve the explainability of algorithmic systems, in 
particular self-learning systems), and recommends that 
the Federal Government should fund further research and 
development in this area.
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48
In view of the fact that, in certain sectors, society as a 
whole may be affected as well as its individual members, 
also particular parties who are not individually affected 
by an algorithmic system should be entitled to access 
 certain types of information about it. It is likely that rights 
of this kind would be granted primarily for journalistic 
and research purposes; in order to take due account of 
the operator’s interests, they would need to be accom-
panied by adequate protective measures. The Data Ethics 
Commission believes that consideration should also be 
given to the granting of unconditional rights to access 
information in certain circumstances, in particular when 
algorithmic systems with serious potential for harm 
( Level 4) are used by the State.

49
It is appropriate and reasonable to impose a legal 
requirement for the operators of algorithmic systems 
with at least some potential for harm (Level 2 upwards) 
to produce and publish a proper risk assessment; an 
assessment of this kind should also cover the process-
ing of non-personal data, as well as risks that do not 
fall under the heading of data protection. In particu-
lar, it should appraise the risks posed in respect of 
self- determination, privacy, bodily integrity, personal 
integrity, assets, ownership and discrimination. It should 
encompass not only the underlying data and logic of 
the model, but also methods for gauging the quality 
and fairness of the data and the model accuracy, for 
example the bias or the rates of (statistical) error (overall 
or for certain sub-groups) exhibited by a system during 
forecasting/category formation.

50
To provide controllers and processors with greater legal 
clarity, further work must be done in terms of fleshing 
out the requirements to document and log the data sets 
and models used, the level of granularity, the retention 
periods and the intended purposes. In addition, operators 
of sensitive applications should be obliged in future to 
document and log the program runs of software that may 
cause lasting harm. The data sets and models used should 
be described in such a way that they are comprehensible 
to the employees of supervisory institutions carrying out 
oversight measures (as regards the origin of the data sets 
or the way in which they are pre-processed, for example, 
or the optimisation goals pursued using the models).

51
System operators should be required by the standard- 
setting body to guarantee a minimum level of quality, 
from both a technical and a mathematical-procedural 
perspective. The procedural criteria imposed must ensure 
that algorithmically derived results are obtained in a cor-
rect and lawful manner. For this purpose, quality criteria 
could be imposed, in particular as regards corrective and 
control mechanisms, data quality and system security. 
For example, it would be appropriate to impose quality 
criteria on the relationship between algorithmic data 
processing outcomes and the data used to obtain these 
outcomes.
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52
The Data Ethics Commission believes that a necessary 
first step is to clarify and flesh out in greater detail the 
scope and legal consequences of Article 22 GDPR in 
relation to the use of algorithmic systems in the context 
of human decision-making. As a second step, the Data 
Ethics Commission recommends the introduction of 
additional protective mechanisms for algorithm-based 
and algorithm-driven decision-making systems, since 
the influence of these systems in real-life settings may 
be almost as significant as that of algorithm-determined 
applications. The prohibitory principle followed to date 
by Article 22 GDPR should be replaced by a more flexible 
and risk-adapted regulatory framework that provides ad-
equate guarantees as regards the protection of individuals 
(in particular where profiling is concerned) and options 
for these individuals to take action if mistakes are made 
or if their rights are jeopardised.

53
Consideration should be given to expanding the scope 
of anti-discrimination legislation to cover specific 
situations in which an individual is discriminated against 
on the basis of automated data analysis or an automated 
decision-making procedure. In addition, the legislator 
should take effective steps to prevent discrimination on 
the basis of group characteristics which do not in them-
selves qualify as protected characteristics under law, and 
where the discrimination often does not currently qualify 
as indirect discrimination on the basis of a protected 
characteristic.

54
In the case of algorithmic systems with regular or 
significant (Level 3) or even serious potential for harm 
(Level 4), it would be useful – as a supplement to the 
existing regulations – for these systems to be covered by 
licensing procedures or preliminary checks carried out 
by supervisory institutions, in the interests of preventing 
harm to individuals who are affected, certain sections of 
the population or society as a whole.

Institutions

55
The Data Ethics Commission recommends that the Federal 
Government should expand and realign the competencies 
of existing supervisory institutions and structures and, 
where necessary, set up new ones. Official  supervisory 
tasks and powers should primarily be entrusted to the 
sectoral supervisory authorities that have already built 
up a wealth of expert knowledge in the relevant sector. 
Ensuring that the competent authorities have the financial, 
human and technical resources they need is a particularly 
important factor in this respect.

56
The Data Ethics Commission also recommends that the 
Federal Government should set up a national centre of 
competence for algorithmic systems; this centre should 
act as a repository of technical and regulatory expertise 
and assist the sectoral supervisory authorities in their task 
of monitoring algorithmic systems to ensure compliance 
with the law.

57
The Data Ethics Commission believes that initiatives 
 involving the development of technical and  statistical 
quality standards for test procedures and audits 
(differentiated according to critical application areas if 
necessary) are worthy of support. Test procedures of this 
kind – provided that they are designed to be adequately 
meaningful, reliable and secure – may make a vital contri-
bution to the future auditability of algorithmic systems.

58
In the opinion of the Data Ethics Commission, par-
ticular attention should be paid to innovative forms of 
co- regulation and self-regulation, alongside and as 
a complement to forms of state regulation. It recom-
mends that the Federal Government should examine 
various models of co-regulation and self-regulation as a 
potentially useful solution in certain situations.
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59
The Data Ethics Commission believes that an option 
worth considering might be to require operators by law 
(inspired by the “comply or explain” regulatory model) to 
sign a declaration confirming their willingness to comply 
with an Algorithmic Accountability Code. An independent 
commission with equal representation – which must be 
free of state influence – could be set up to develop a code 
of this kind, which would apply on a binding basis to the 
operators of algorithmic systems. Appropriate involve-
ment of civil society representatives in the drafting of this 
code must be guaranteed.

60
Voluntary or mandatory evidence of protective measures 
in the form of a specific quality seal may also serve as a 
guarantee to consumers that the algorithmic system in 
question is reliable, while at the same time providing an 
incentive for developers and operators to develop and 
use reliable systems.

61
The Data Ethics Commission takes the view that com-
panies and authorities operating critical algorithmic 
systems should be obliged in future to appoint a contact 
person, in the same way that companies of a specific size 
are currently obliged to appoint a data protection officer. 
Communications with the authorities should be routed 
through this contact person, and he or she should also 
be subject to a duty of cooperation.

62
To ensure that official audits of algorithmic systems take 
due account of the interests of civil society and any com-
panies affected, suitable advisory boards should be set 
up within the sectoral supervisory authorities.

63
In the opinion of the Data Ethics Commission, techni-
cal standards adopted by accredited standardisation 
organisations are a generally useful measure, occupying 
an intermediate position between state regulation and 
purely private self-regulation. It therefore recommends 
that the Federal Government should engage in appro-
priate efforts towards the development and adoption of 
such standards.

64
The system of granting competitors, competition asso-
ciations or consumer associations the right to file an 
action has been an important feature of the German legal 
landscape for many years, and could play a key role in civil 
society oversight of the use of algorithmic systems. In 
particular, private rights of this kind could allow civil soci-
ety players with a legitimate mandate to enforce compli-
ance with legal provisions in the area of contract law, fair 
trading law or anti-discrimination law, without needing to 
rely on the authorities to take action and without needing 
to wait for individuals to authorise them.

Special topic: Algorithmic systems 
used by media intermediaries

65
Given the specific risks posed by media intermediaries 
that act as gatekeepers to democracy, the Data  Ethics 
Commission recommends that options should be 
examined for countering these risks, also with regard to 
influencing EU legislation (→ see Recommendation 43 above). 
A whole gamut of risk mitigation measures should be 
considered, extending through to ex-ante controls  
(e.g. in the form of a licensing procedure).
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66
The national legislator is under a constitutional obligation 
to protect the democratic system from the dangers to 
the free, democratic and pluralistic formation of opinions 
that may be created by providers that act as gatekeep-
ers by establishing a binding normative framework for 
media. The Data Ethics Commission believes that the 
small number of operators concerned should be obliged 
to use algorithmic systems that allow users (at least as an 
additional option) to access an unbiased and balanced se-
lection of posts and information that embodies pluralism 
of opinion.

67
The Federal Government should consider measures that 
take due account of the risks typically encountered in the 
media sector in respect of all media intermediaries and 
also in respect of providers that do not act as gatekeepers 
or whose systems are associated with a lower potential 
for harm. These measures might include mechanisms for 
enhancing transparency (for example by ensuring that 
information is available about the technical procedures 
used to select and rank news stories, introducing label-
ling obligations for social bots) and establishing a right 
to post countering responses on timelines.

Use of algorithmic systems 
by state bodies

68
The State must, in the interests of its citizens, make use 
of the best available technologies, including algorithmic 
systems, but must also exercise particular prudence in all 
of its actions in view of its obligation to preserve funda-
mental rights and act as a role model. As a general rule, 
therefore, the use of algorithmic systems by public au-
thorities should be assessed on the basis of the criticality 
model as particularly sensitive, entailing at the very least 
a comprehensive risk assessment.

69
In the areas of law-making and the dispensation of 
justice, algorithmic systems may at most be used for 
peripheral tasks. In particular, algorithmic systems must 
not be used to undermine the functional independence of 
the courts or the democratic process. By way of contrast, 
enormous potential exists for the use of algorithmic 
systems in connection with administrative tasks, in par-
ticular those relating to the provision of services and ben-
efits. The legislator should take due account of this fact 
by giving the green light to a greater number of partially 
and fully automated administrative procedures. Cautious 
consideration should therefore be given to expanding the 
scope of both Section 35a of the German Administrative 
Procedures Act ( Verwaltungsverfahrensgesetz, VwVfG) 
(which is couched in overly restrictive terms) and the 
corresponding provisions of statutory law. All of these 
measures must be accompanied by adequate steps to 
protect citizens.

70
Decisions taken by the State on the basis of algorithmic 
systems must still be transparent, and it must still be 
possible to provide justifications for them. It may be nec-
essary to clarify or expand the existing legislation on free-
dom of information and transparency in order to achieve 
these goals. Furthermore, the use of algorithmic systems 
does not negate the principle that decisions made by 
public authorities must generally be justified individually; 
on the contrary, this principle may impose limits on the 
use of overly complex algorithmic systems. Finally, great-
er priority should be accorded to open-source solutions, 
since the latter may significantly enhance the transparen-
cy of government actions.
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71
From an ethical point of view, there is no general right to 
non-compliance with rules and regulations. At the same 
time, however, automated “total” enforcement of the law 
raises a number of different ethical concerns. As a general 
rule, therefore, systems should be designed in such a way 
that a human can override technical enforcement in a 
specific case. The balance struck between the potential 
transgression and the automated (and perhaps preven-
tive) enforcement measure must at all times meet the 
requirements of the proportionality principle.

Liability for algorithmic systems

72
Liability for damages, alongside criminal responsibility 
and administrative sanctions, is a vital component of any 
ethically sound regulatory framework for algorithmic 
systems. It is already apparent today that algorithmic 
systems pose challenges to liability law as it currently 
stands, inter alia because of the complexity and dyna-
mism of these systems and their growing “autonomy”. 
The Data Ethics Commission therefore recommends that 
the current provisions of liability law should undergo in-
depth checks and (where necessary) revisions. The scope 
of these checks and revisions should not be restricted on 
the basis of too narrowly defined technological features, 
such as machine learning or artificial intelligence.

73

The proposal for a future system under which legal per-
sonality would be granted to high-autonomy algorithmic 
systems, and the systems themselves would be liable for 
damages (“electronic person”), should not be pursued 
further. As far as this concept is, by some protagonists, 
based on a purported equivalence between human and 
machine it is ethically indefensible. And as far as it boils 
down to introducing a new type of company under com-
pany law it does not, in fact, solve any of the pertinent 
problems.
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By way of contrast, if harm is caused by autonomous 
technology used in a way functionally equivalent to the 
employment of human auxiliaries, the operator’s liability 
for making use of the technology should correspond 
to the otherwise existing vicarious liability regime of a 
principal for such auxiliaries (cf. in particular Section 278 
of the German Civil Code). For example, a bank that uses 
an autonomous system to check the creditworthiness of 
its customers should be liable towards them to at least the 
same extent that it would be had it used a human employee 
to perform this task.
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As the debate currently stands, it appears highly likely 
that appropriate amendments will need to be made to 
the Product Liability Directive (which dates back to the 
1980s), and a connection established to new product 
safety standards; in addition, certain changes may need to 
be made to the rules relating to fault-based liability and/
or new bases of strict liability may need to be introduced. 
In each case, it will be necessary to determine the liability 
regime that is most appropriate for particular types of 
products, digital content and digital services, and the exact 
shape that this regime should take (once again depend-
ing on the criticality of the relevant algorithmic system). 
Consideration should also be given to innovative liability 
concepts currently being developed at European level.



A European path
The Data Ethics Commission examined a great many 
different questions in the course of its work, and discus-
sions on these questions have raised new ones in turn; 
this alone should serve to indicate that this Opinion can 
serve only as one out of many building blocks in the 
larger edifice of a debate on ethics, law and  technology 
that will continue for many years to come. The Data 
Ethics Commission takes the view that it is important to 
remember that ethics, law and democracy must serve as 
a shaping force for change, both in the broader sense and 
more specifically in the field of technology. To achieve 
this goal, interdisciplinary discourse in politics and society 
is required, and care must be taken to ensure that any 
rules and regulations adopted are open enough to retain 
their regulatory clout and their ability to adapt, even 
in the face of fast-paced changes to technologies and 
business models. These rules and regulations must be 
enforced effectively by means of appropriate instruments, 
procedures and structures, and these latter must make it 
possible to intervene promptly in response to infringe-
ments or undesirable developments.

In the global contest for future technologies, Germany 
and Europe are being confronted with value systems, 
models of society and cultures that differ widely from our 
own. The Data Ethics Commission supports the “Euro-
pean path” that has been followed to date: the defining 
feature of European technologies should be their con-
sistent alignment with European values and fundamental 
rights, in particular those enshrined in the European Un-
ion’s Charter of Fundamental Rights and the Council of 
Europe’s Convention for the Protection of Human Rights 
and Fundamental Freedoms.

The Data Ethics Commission believes that the State has 
a particular responsibility to develop and enforce ethical 
benchmarks for the digital sphere that reflect this value 
system. In order to deliver on this promise to citizens, 
it must act from a position of political and economic 
strength on the global stage; excessive dependence on 
others turns a nation into a rule taker rather than a rule 
maker, resulting in the citizens of this nation being sub-
ject to requirements imposed by players elsewhere in the 
world, or by private corporations that are, for the most 
part, exempt from democratic legitimacy and oversight. 
Embarking on efforts to safeguard the digital sovereign-
ty of Germany and Europe in the long term is therefore 
not only a politically far-sighted necessity, but also an 
expression of ethical responsibility.
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